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I. The Relationship Between ChatGPT and Smart Education

(I) Core Paradigm: Data-Driven Paradigm vs. Data + Knowledge-Driven

Paradigm

ChatGPT, short for Chat Generative Pre-trained Transformer, is an artificial

intelligence chatbot program developed by OpenAI and was launched in November

2022. This program utilizes a large language model based on the GPT-3.5 architecture

and is trained using reinforcement learning. ChatGPT can currently engage in

text-based conversations with humans and also provides services such as text

generation, automatic question-answering, automatic summarization, code correction,

and more. During its training process, ChatGPT incorporates the mechanism of

Reinforcement Learning from Human Feedback (RLHF), allowing the model to

effectively leverage sparse positive and negative feedback from humans while

processing massive amounts of data.

As a conversational model, ChatGPT undeniably achieved significant success.

However, applying ChatGPT in the field of education requires overcoming several

key challenges, as the model still has inherent limitations associated with data-driven

models. Firstly, ChatGPT remains a black-box model lacking interpretability, meaning

it may not provide detailed information about its decision-making process to the

conversation participants. Secondly, due to the lack of attribution analysis capabilities,

ChatGPT may not offer reasonable explanations for the reasons behind its generated

outputs, limiting its ability to analyze and predict real-world problems. OpenAI also

acknowledges that ChatGPT "sometimes writes answers that appear plausible but are

incorrect or nonsensical." Therefore, when applied in education, ChatGPT can point

out errors but may not provide personalized diagnoses or in-depth error analysis based

on context. Additionally, due to limitations in the timeliness of training data, ChatGPT

has limited knowledge beyond September 2019, with the latest knowledge up to 2021,

resulting in suboptimal real-time capabilities. These shortcomings mean that ChatGPT,

at its current stage, cannot replace the role of teachers in educational settings.

Furthermore, in educational settings, the processes of teaching and learning are

intertwined and mutually influential, with teaching and learning influencing each

other. ChatGPT is unable to learn the teaching style, methods, and forms of individual

teachers and provide personalized "teaching" or tutoring to students. This requires

understanding students' immediate actions, learning intentions, methods, thinking



patterns, and styles, as well as analyzing the causes of student problems. These

challenges pose significant obstacles to the data-driven paradigm and its

representative, ChatGPT.

ChatGPT's linguistic capabilities demonstrate that models that incorporate

human knowledge can effectively overcome the fragmentation and lack of logic

inherent in purely data-driven models. This represents the inevitable trend of

transitioning from a data-driven paradigm to a knowledge-driven + data-driven

paradigm in artificial intelligence. In the future, how to incorporate human logic and

reasoning patterns more into artificial intelligence models based on massive data will

be a crucial question for AI professionals to ponder.

(II) The Differences Between the Smart Education Technology

Requirements and the Core Key Technologies of ChatGPT

1. ChatGPT Technology Suitability Analysis

Step 1: GPT-3.5 itself has difficulty understanding the different intents implied in

various types of human instructions and determining whether the generated content is

of high quality. To initially equip GPT-3.5 with the ability to understand the intent of

instructions, the first step involves randomly selecting questions from a dataset and

having human annotators provide high-quality answers. These manually annotated

data are then used to fine-tune the GPT-3.5 model.

Step 2: In this step, questions are randomly selected from the dataset, and the



model generated in the first phase is used to produce multiple different answers for

each question. Human annotators consider these results and provide a ranking order.

Subsequently, this ranking result data is used to train a reward model, which

encourages the model to generate higher-quality answers.

Step 3: Questions are randomly selected from the dataset, and the Proximal

Policy Optimization (PPO) model is used to generate responses. The quality scores

are then assigned to these responses using the previously trained reward model (RM).

These reward scores are used to compute policy gradients through reinforcement

learning, which is used to update the parameters of the PPO model.

By repeating Steps 2 and 3 iteratively, a higher-quality ChatGPT model is trained

over time.

From the above technical summary, it can be observed and summarized as

follows:

1. Due to human involvement, ChatGPT has developed a preliminary capability

for intent understanding. However, due to the limitations of data-driven

approaches, this capability is not yet fully developed.

2. ChatGPT possesses strong but limited contextual awareness.

3. ChatGPT remains a black-box model. Currently, the internal algorithmic

logic of ChatGPT cannot be dissected, which means there is no guarantee

that ChatGPT won't produce misleading or even harmful outputs.

For example, in the context of online programming tests for educational purposes,

ChatGPT is highly likely to identify and correct errors in code. However, it lacks

diagnostic capabilities, meaning it cannot provide insights into which specific

knowledge points the user needs to improve to address programming mistakes

effectively.

2. Analysis of Conclusion

ChatGPT lacks the ability to stimulate active student thinking (the pedagogy of

education). Chatting is not equivalent to 'how to teach,' and recommendations and

path planning are just examples of it. As a chatbot, ChatGPT cannot directly replace

technologies like recommendations and path planning.

For example, in the context of course planning in education, ChatGPT currently

lacks the ability to summarize a user's learning logs and grades and make reasonable

plans in situations where there is no dialogue and sufficient preliminary information.



It falls far short of personalization.

II. The Challenges of Applying Large Language Models in Smart

Education

For applications in smart education, large language model technology faces five

challenges.

(I) Will the vicious cycle from big data to massive computing power still

hold?

The cost is extremely high.

For example: Running ChatGPT costs $100,000 per day. It is possible to serve

millions of daily users, but scaling it to billions of users would be extremely

expensive. The cost of one AI answer exceeds that of ten regular Google search

requests.

Hardware has become a bottleneck for AI.

For example: Such large language models require a significant amount of energy

and computational power for initial training. This is partly because even the memory

capacity of the largest GPUs used for training systems is limited, requiring multiple

processors to run in parallel. Using processors that run in parallel is the most common

solution to speed up training, but it has its limitations because beyond a certain

number of GPUs, the batch size for each GPU becomes too small, making further

increases impractical and costly. The practical limit is around 1,000 GPUs.

(II) Interpretability and Causality



ChatGPT remains a black-box model. Currently, the internal algorithmic logic of

ChatGPT cannot be dissected, and in domains where it has not been extensively

trained with a large corpus, it lacks 'human common sense' and reasoning abilities.

When users seek correct answers, ChatGPT may also provide misleading responses.

(III) Understanding Learner Intent

A black-box model cannot explain how it achieves intent understanding; the

nature of intent remains unknown.

Intent classification is pre-defined using example training data, and the trained

model can detect and recognize intent categories in real-time based on user input. The

use of 'Reinforcement Learning from Human Feedback (RLHF) and supervised

learning' enhances the output quality, giving ChatGPT a high level of intent

understanding.

For example: ChatGPT can still provide good answers to complex questions.





(IV) Mechanisms of Learner Cognition and Emotion

Due to ChatGPT's lack of attribution and analytical capabilities, it cannot

interpret the questions and responses from learners at a higher semantic level when

engaging in conversations with them. As a result, it cannot determine whether learners

have provided a correct answer to their questions. Additionally, it is unable to infer the

learners' cognitive or emotional states from the details contained in their feedback.



(V)Artificial Intelligence Ethics

Using text generated by artificial intelligence can be categorized as academic

fraud, but many academic institutions acknowledge the difficulty of determining

whether ChatGPT content is subject to review. The demand for 'AI-powered forgery

detection' technology is growing as it is seen as a tool for student cheating.

For example, the University of Hong Kong issued a notice to all staff and

students, stating that the use of ChatGPT or other AI tools in all classes, assignments,

and assessments is prohibited and will be considered 'plagiarism.' A survey indicated

that 89% of American university students have already started using ChatGPT for

their assignments.

III. Future Outlook

Currently, deep learning remains a type of narrow artificial intelligence

technology designed for specific applications. There is still a significant gap when

compared to the goal of 'strong artificial intelligence,' which is characterized by

generalization across multiple domains and possessing multiple intelligent behaviors.



For example, in the field of education, scenarios like online group teaching and group

practice are typical teaching environments that ChatGPT cannot yet consider.

Therefore, the development from single-text interactions to multi-modal natural

interactions is crucial, leading to an urgent demand for multi-modal perception and

reasoning in large-scale models.

Turing Award laureate Geoffrey Hinton believes that the key to overcoming the

current limitations in artificial intelligence development is to build 'a bridge

connecting computer science and biology.' Neuromorphic intelligence aims to

simulate the operation of human brain neurons, perceptual patterns, and cognitive

mechanisms. With the help of machine's powerful capabilities in information

integration, search, computation, and more, it seeks to create intelligent machines that

approach human-level intelligence. Therefore, in order for AI to make further

breakthroughs, in-depth research into neuromorphic intelligence is deemed essential

and crucial.
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